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ABSTRACT

The Internet of Things (IoT) rapidly evolves, presenting challenges and opportunities. This study emphasises the critical role of
software in advancing loT technologies, focusing on machine learning (ML), fog computing, and process optimisation for security
and resiliency. ML is pivotal in loT for predicting equipment failures, evaluating process efficiency, and enabling informed decision-
making through real-time data analysis. By integrating ML models directly into loT devices (edge computing), latency is reduced,
and data transmission needs are minimised. Fog computing and cloud computing address latency issues by moving computational
resources closer to 10T devices, enhancing scalability and optimising network resource usage. Security remains a paramount concern
due to the increasing number of connected devices and their vulnerabilities. 10T software must balance efficiency, security, and
performance, employing deep learning for anomaly detection, blockchain for data transparency, and optimised encryption protocols.
The trend towards distributed architectures like Edge Computing enhances system resilience by reducing latency and increasing fault
tolerance. The proposed IoT system architecture is a three-tier structure consisting of Edge, Fog, and Cloud levels. At the Edge level,
initial data processing occurs directly on 10T devices, reducing latency and network load. The Fog level processes data within the
local network, utilising more powerful computational resources for complex tasks and ensuring security through advanced machine
learning and encryption. The Cloud level serves as a central repository for long-term storage and global data analysis, leveraging
containerisation and orchestration technologies for scalability and reliability. This multi-layered architecture ensures efficient data
processing, high security, and adaptability, making it suitable for real-time applications. The study highlights the importance of
software in optimising data processing across these levels, ensuring the IoT system’s resilience, scalability, and long-term
sustainability.
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The study aims to highlight the essential role of software in implementing advances in the
Internet of Things (1oT) and propose a three-tier 10T architecture (Edge, Fog and Cloud levels) to
enhance system performance, reliability, and scalability.

Understanding trends is crucial for anticipating future 10T challenges and opportunities. This
paper particularly highlights the essential role of software in implementing these advances. Critical
areas in software development for 10T include machine learning (ML), fog computing, and process
optimisation for security and resiliency.

In 10T, ML analyses data from various sensors to predict equipment failures, evaluate process
efficiency, and enable informed decision-making. For instance, ML can detect patterns that signal
future problems, allowing for proactive maintenance [1]. Real-time data analysis is vital, as 10T
software uses ML models to respond quickly to environmental changes. Machine learning can be
integrated directly into loT devices (edge computing), reducing latency and minimising data
transmission needs. Centralised approaches are also used, sending data to central servers to train
more complex models. These techniques create intelligent, autonomous systems that adapt in real-
time, enhance service quality, and optimise resources.

Traditional 1oT involves physical devices collecting and exchanging data over the Internet,
generating vast amounts requiring real-time processing. Fog computing and cloud edge computing
address latency issues by moving computational resources closer to 10T devices [2]. Fog computing
reduces latency by distributing data processing across devices and local servers, while cloud edge
computing processes data at the network's edge. These approaches offer reduced latency, improved
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scalability, and optimised network resource usage, leading to complex, distributed software
architectures where data processing occurs at multiple network levels.

Security is increasingly crucial in 10T due to the growing number of connected devices and
their vulnerabilities. Each 10T device is a potential cyberattack entry point, making security a
critical aspect of modern software development. 0T software must address authentication, data
encryption, and unauthorised access under the constraints of limited computational resources.
Developers balance efficiency, security, and performance while employing deep learning for
anomaly detection, blockchain for data transparency, and optimised encryption protocols [3].
“Security by design” and continuous monitoring are essential to ensure 10T devices' reliable
operation.

The trend towards distributed architectures like edge computing enhances system resilience by
reducing latency and increasing fault tolerance. 10T software must incorporate monitoring and
recovery mechanisms to detect and recover from failures, ensuring reliable operation in dynamic
environments. Integrating these features requires thorough testing, validation, and optimisation of
energy consumption, particularly in resource-constrained I0T environments.

Currently, the core paradigms for processing data in the loT are cloud computing, fog
computing, and edge computing. They differ in their architecture, capabilities, and typical use cases.

Cloud computing is characterised by centralised processing and storage in large data centres.
This model offers virtually unlimited computational power and storage, which can be scaled up or
down as needed. However, cloud computing often faces latency and bandwidth constraints,
especially in applications requiring real-time processing, such as health monitoring or emergency
services. Transmitting data to and from the cloud can introduce delays and increase network traffic,
making cloud computing less ideal for time-sensitive 10T applications [4].

Fog computing extends cloud capabilities closer to the data source by creating a layer of
intermediary nodes between the cloud and 10T devices. These nodes can perform processing,
storage, and networking functions locally. This hierarchical structure reduces latency and
bandwidth usage by processing data closer to where it is generated. The fog nodes act as local data
processors, filtering and analysing data before sending only the necessary information to the cloud
for long-term storage or further processing.

Edge computing pushes the boundary even further by performing data processing at the very
edge of the network, directly on the 10T devices or nearby infrastructure, such as gateways or
routers. This approach minimises latency to the greatest extent by processing data almost
instantaneously. Edge computing is essential for applications that require immediate data processing
and low-latency communication, such as autonomous vehicles, augmented reality, and industrial
automation. It reduces the dependency on central data centres, ensuring that operations can continue
even with intermittent or unreliable internet connections [5].

In general, each computing option has its advantages and disadvantages. Oversized systems
will undoubtedly require cloud computing more often than small 10T systems. However, with
proper separation, each type of computing will complement the other, creating the necessary level
of functional interaction to accomplish the tasks at hand.

The architecture of the proposed 10T system (Fig. 1) is a three-tier structure consisting of the
Edge level, Fog level, and Cloud level. 10T devices perform initial data processing at the Edge level
using embedded machine learning models [6]. These devices minimise latency and reduce the
volume of data that needs to be transmitted to higher levels. After initial processing, the data is
encrypted and sent to microservices for further processing, preparation, and forwarding. Modular
components are employed to allow flexible adaptation of software interfaces to the system'’s
evolving requirements.

At the Fog level, data from 10T devices is processed further. More powerful machine learning
algorithms and authentication mechanisms are utilised here, ensuring higher security and more
accurate data analysis. Microservices at this level are designed according to software abstraction
principles, enabling efficient management of localised tasks and interaction with cloud services for
forwarding results to the Cloud level.
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The Cloud level serves as a centralised data repository and manages complex machine learning
models, providing long-term storage and global data analysis. Centralised authentication
management and security assurance for the entire infrastructure are also handled at this level,
ensuring the system's resilience and scalability [7]. Containerisation and orchestration technologies
are used to guarantee the flexibility and reliability of the software components at this level. This
architecture ensures the efficient distribution of computational and analytical tasks, enhancing the
overall performance and reliability of the 10T system. In contrast, software solutions ensure its
adaptability and long-term sustainability.

The Security module in the IoT architecture is about keeping the system safe by handling unusual
data and managing the data we store across different (Edge, Fog and Cloud) levels. It’s constantly
watching and analysing the data, looking for anything unusual that might hint at security issues. Part of
the system also makes sure that the data we store is not only secure but also easy to access whenever it’s
needed. If the system picks up on anything strange or unusual with the data, it acts immediately. This
might mean isolating or flagging the suspicious data so someone can take a closer look.

Let's detail each component of the proposed architecture, enhancing system resilience and
scalability.

At the Edge level (Fig. 2a), 10T devices initially process data directly on their computational
resources, reducing latency and easing network load. More powerful devices perform additional
operations optimised by efficient software.
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Fig. 1. The high-level schema of a proposed architecture
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Fig. 2. The schema of Edge (a) and Fog (b) levels of the proposed architecture
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Devices at the Edge level generate and process raw data using embedded machine learning
models [8], minimising latency and reducing the volume of data needing higher-level processing.
Optimised algorithms enable high performance with minimal resources.

Processed data undergoes authentication and encryption, ensuring security before being passed
to microservices for further processing. These microservices integrate with various devices and
protocols, ensuring system versatility and scalability [9]. This software reduces cloud dependency
and latency by processing data closer to its source, supporting a resilient and scalable 10T
architecture.

At the Fog level (Fig. 2b), in-depth data processing occurs within the local network to which
0T devices are connected. This allows the use of more powerful computational resources than at
the Edge level, enabling more complex tasks. Processed data undergoes authentication and
encryption, ensuring security and confidentiality [5]. This software-integrated process protects data
from unauthorised access and tampering. This practice is mandatory at all architecture levels, as
each data modification requires repeated decryption and encryption.

After encryption, refined data is passed to advanced machine learning models, which perform
complex analyses to improve data quality for predictive analysis. These components flexibly adapt
to different data types and efficiently handle large volumes.

Predictive algorithms analyse data, forecast failures, and enable proactive management,
reducing risks and downtime. If the vulnerability is detected, it’s addressed at the Fog level. Finally,
processed data is transmitted to microservices for distributed task management and cloud
interaction, ensuring scalability and resilience.

At the Cloud level (Fig. 3) of the IoT architecture, centralised storage, management, and
analysis of data collected from various system levels are conducted [7]. The primary element here is
long-term storage, where data from multiple sources, including raw and processed data, is stored for
extended periods. The software solutions responsible for managing this storage are designed to
ensure high availability and reliability of the data, which is crucial for long-term retention.

This level involves various types of resource-intensive processing on server machines, whose
capabilities allow for complex and computationally demanding operations. By leveraging
containerisation and orchestration technologies, the system can efficiently distribute computational
tasks across available resources, ensuring scalability and fault tolerance.
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Fig. 3. The schema of the Cloud level of the proposed architecture
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Data stored in the cloud undergoes stages of backup and recovery, as well as authentication and
encryption. The backup and recovery processes are integrated into the software architecture to
guarantee the reliability of data storage and protection against loss or damage. Software components
provide the capability for automatic data recovery in case of failures, enhancing the system’s
resilience.

The secured and stored data is then transferred to centralised machine learning models, where it
undergoes in-depth analysis and processing. These models, implemented using cloud computing
power, can identify complex patterns and perform tasks that require significant computational
resources. The software solutions managing these models employ scalable algorithms and
distributed computing, enabling the efficient processing of large data volumes.

The analysed data is passed on to microservices at the cloud level for management tasks,
further analysis, and integration with other system components. Microservices at the Cloud level
play a key role in ensuring interaction and coordination between different parts of the system. They
integrate data and analysis results from centralised machine learning models and enable various
scenarios for data manipulation. This may include incorporating external services through APIs and
interaction with mobile, web, or desktop applications, providing comprehensive support and
scalability for the 10T system.

The proposed 10T architecture emphasises the importance of software in optimising data
processing across the Edge, Fog, and Cloud levels. At the Edge level, devices perform initial data
processing, reducing network load and minimising latency by handling data close to its source. The
Fog level utilises more powerful computational resources for deeper analysis and enhanced security
through advanced machine learning and encryption. At the Cloud level, data is centralised for
storage and management, supporting complex computational tasks and long-term data retention.
The use of containerisation and orchestration technologies ensures scalability and reliability. This
multi-layered structure allows the 10T system to adapt to changes, efficiently process large volumes
of data, and maintain high levels of security, making it well-suited for real-time applications.
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AHOTANIA

Inrepuer peueii (IoT) cTpiMKO pO3BHBAETHCS, CTBOPIOIOYM SIK BUKJIMKH, TakK i MOXJIMBOCTI. Lle MOCHiKEHHS MiJKpecioe
B)XJIUBY POJIb NMPOrPaMHOro 3a0e3NedeHHs y PO3BUTKY TEXHOJIOTiH IHTepHeTy peuei, 30cepe/LKYroUnch Ha MAIlIMHHOMY HaBYaHHI
(ML), TymaHHHX OOYMCIIEHHSX Ta ONTHMi3awil MpomeciB i 3a0e3rneueH s Oe3NeKy Ta BiAMOBOCTIHKOCTI. MalnHHe HaBYaHHS Mae
kiroyoBe 3HaueHHs B loT mist mporHosyBaHHs 300iB 00JagHAHHS, OLHKKA €()EKTHBHOCTI MpPOLECIB 1 MPUIHATTS OOIPYHTOBAHHX
pillieHb 3a JOMOMOrOK aHallizy JAaHHX B PeXHMi peanbHOro uacy. [Hrerpauist mopeneit ML 6Gesmocepenuso B mpuctpoi loT
(nepudepiiiHi 0O0YMCIICHHS) 3MEHILIYE 3aTPUMKU Ta MiHIMi3ye moTpeOM B mepenadi JaHUX. TyMaHHI OOYMCICHHS 1 XMapHi
0OYHCIICHHST PO3B'A3YIOTh NMPOOJIEMH 3aTPHUMOK, TEePEeMIllyl0ur O0YHCITIOBaNIbHI pecypcu Onvkue a0 npuctpoiB loT, miaBuiryroun
MaciTaboBaHICTh i ONTHMI3YIOUH BHKOPHCTaHHS MEPEXEeBHX pecypciB. besneka 3anuinaerscs MepiioveproBUM 3aBJAHHIM 4epes
30LIBIIEHHS KiTBKOCTI MiJKIIOYEHHUX MPHUCTPOIB Ta iX BpasnuBocteil. [Iporpamue 3abe3neueHHs [HTepHeTYy pedell Mae HMOEAHYBATH
e(eKTUBHICTh, OE3MEeKy Ta NPONYKTHBHICTh, BHKOPHCTOBYIOUHM TIJIMOOKE HAaBYAHHS IJIsl BHUSBJICHHS aHOMaid, OJOKYEeWH s
MPO30POCTi JaHUX Ta ONTHMI30BaHi MPOTOKONHM HIM(pyBaHHS. TEHASHIIs O PO3MOAITICHUX apXiTeKTyp, TaKuX sK nepudepiiini
OOYHCIICHHSI, MiJBUIIYE CTiHKICTh CHCTEMH MUIIXOM 3MEHIICHHS 3aTPUMOK 1 MiIBHIICHHS BiJIMOBOCTIHKOCTi. 3amporoHOBaHa
apxirekrypa cucremu [oT — 1e TpupiBHEBa CTPYKTypa, IO CKIamaeThes 3 mnepudepiiHoro, TyMaHHOro i xMapHoro piHiB. Ha
nepudepiliHoMy piBHI MepBHHHa 00poOKa MaHMX BiAOyBaeThCsi Oe3mocepenHbo Ha mpuctposix 10T, mio 3MeHlIye 3aTpUMKy Ta
HaBaHTAXEHHS HAa Mepexy. TymaHHMI piBeHb 00poOJsie [aHi B JIOKalbHIM Mepexi, BHKOPHCTOBYIOUM OLIBII MOTYXHI
00YMCIIOBANIBHI pECYpCH JUIS CKJIAJHUX 3aBAaHb 1 3abe3neuyroun Oes3neKy 3a JOMOMOrO0 IEpeOBOr0 MAIIMHHOIO HAaBYAHHS 1
umgpyBaHHs. XMapHUA PiBEHb CIYrye HEHTPAIbHAM PEHO3UTOPIEM ISl JOBFOCTPOKOBOTO 30epiraHHs Ta Ii00albHOrO aHai3y
JIAHUX, BUKOPUCTOBYIOYH TEXHOJIOTIT KOHTEIHEpHU3aLlil Ta OpKeCTpyBaHHs Ul MaciTaboBaHOCTI Ta HadiHOCTi. Taka OGaratopiBHeBa
apxirekrypa 3abe3neuye eQekTHBHY 00pOOKY AaHHX, BUCOKY O€3MeKy Ta aIlalTHBHICTB, 10 POOHTS i1 MPUAATHOIO /Ul 3aCTOCYBAaHHS
y pexKHUMi peabHOro 4acy. JJoCiKeHHs i IKPECIoe BAXKIMBICTh MPOrpaMHOro 3a0e3MedeHH s ISl ONTUMI3allii 0OpoOKM JaHUX Ha
BCIX IMX PiBHSIX, 3a0€3Me4y0UH BiIMOBOCTI#KiCTh, MaCIITA00OBaHICTh i IOBFOCTPOKOBY CTiliKicTh cuctemu loT.

Kuouosi caoBa: Inrepaer peueit (IoT); mammHHe HaBYaHHS, TyMaHHI OO4MCICHHS; nepudepiiiHi 00YKCIeHHs; TpUpiBHEBa
apxiTeKTypa; MacIITaboBaHICTh; BIIMOBOCTIHKICTh; 00pOOKa TAHUX; MPOEKTYBAHHS POrPAMHOT0 3a0e3MeeHHSI.
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