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ABSTRACT

Optical music recognition (OMR) as a branch of computer vision has deep roots dating back to the sixties, but has been actively
developing only in the last few decades. The main goal of OMR is to automate the process of converting a musical score into a digital
format. Despite the advances in image processing, there are still some difficulties, caused by the field’s specifics, described in the
work. Defining the concept of OMR is problematic, as there are numerous definitions ranging from task-specific to general. A
comprehensive definition is proposed in the work, which allows more clearly outlining the semantic boundaries of the studied
concept. The peculiarities of the contextuality of musical notation in comparison with text systems of writing are discussed. The
range of sizes of musical symbols as a separate feature of notation is mentioned. The importance of the impact of text marks on the
recognition difficulty is noted. The importance of visual differences between musical symbols and their influence on recognition
accuracy is explained. The difficulty of recognizing sheets with several voices within one staff and with multiple staves is
highlighted. The classification of sheet music types depending on the presence of several voices and staves is reviewed. The impact
of score format on recognition difficulty is discussed. The impact of musical notation types on the OMR process is noted. The work
considers the general structure of the OMR system, proposed by D. Bainbridge and T. Bell, and the main stages of the musical
notation recognition process, according to the structure. The «bottom-up» structure of the OMR system, according to A. Pacha, is
considered. The difficulties of OMR systems evaluation are discussed, examples from the literature are provided. Currently available
software for OMR, its capabilities and limitations are also reviewed. The results of testing one of them, the Audiveris module built
into the MuseScore platform for converting sheet music into digital format, on specific musical compositions are described and
summarized.

Keywords: Optical music recognition; optical music recognition; computer vision; musical notation; music complexity; image
processing; musical scores; sheet music; optical music recognition evaluation

Relevance. Optical Music Recognition (OMR) technologies are becoming increasingly
significant in the world of digital music, especially in the context of growing demand for process
automation and digitalization of cultural heritage. Given the diversity and complexity of musical
notation, OMR plays a key role in the preservation, analysis, and dissemination of musical works,
enabling efficient use and processing of scores in modern contexts. Despite significant
advancements in computer vision technologies, OMR remains one of the most challenging fields
due to the vast number of variations in musical notation, requiring continuous refinement of
algorithms and models to achieve high recognition accuracy.

The aim of the work is to analyze existing approaches to musical notation recognition and to
identify the key challenges related to achieving high accuracy and reliability in recognition across
various musical score formats.

Optical music recognition as a branch of computer vision originated in the 60s of the last
century, but has been actively developing during the last decades [1]. Its primary goal is to automate
the process of converting printed and handwritten musical scores into digital format. Its primary
goal is to automate the process of converting printed and handwritten musical scores into digital
format. Despite considerable advancements in image processing, many aspects of this task remain
challenging due to the complexity and peculiarity of musical notation. These challenges create
difficulties for developers and researchers, complicating the accurate and reliable recognition of
musical scores [2, 3].
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Presently, defining the boundaries of OMR is not an easy task. Researchers in the field
generally agree on the intuitive concept of “a computer capable of reading musical notation”.

However, most of the literature focuses on solving specific problems, and as a result, the task
formulation and definition boundaries in such studies are often tailored to correspond to the
proposed solution or highlight the relevance of the research for a specific target audience (e.g., the
field of computer vision or music information retrieval). Therefore, OMR definitions are often
either too narrow, tailored to a specific task (e.g., “converting images of musical scores into MIDI
files™), or overly general, such as “optical character recognition for music” (or “OCR for music”),
which do not provide a clear understanding of OMR. To avoid ambiguity, J. Calvo-Zaragoza et al.
propose a more comprehensive definition that would at the same time clearly delineate the essence
of the field: “Optical Music Recognition is a field of research that investigates how to
computationally read music notation in documents”, illustrating how the various definitions of
OMR in the literature associated with this definition and how it covers them [4].

The following is a mathematical model that describes the main stages of converting a music
score image into a digital format.

Input Image (1 ): This is an image of a musical score containing musical symbols.

I:R™ =R (1)
where h— image height; w — image width; R — is a matrix of pixel intensities.
Detection of musical symbols (D, ): This stage involves detecting all the note symbols in an

image using techniques such as pattern matching. A model is built to detect note positions based on
the patterns.

Dyy(1)={88,1.-5,} @

where s, € S — the set of all detected symbols, S — the set of all possible musical symbols.
Recognition of each note: After each note is detected, its characteristics are analyzed.
Note position recognition (P(si)): The position of the note relative to the note lines. For each
detected note, its vertical position is determined, which corresponds to the pitch of the note.

P(s,)=note_ position e N , (3)
where P(si) — the specific position of each symbol s, on the staff.

Note duration recognition (D(si)): The duration of a note is determined based on the shape of
the symbol. Possible durations include quarter notes, eighth notes, etc.

D(s,)=note_ duration € {11/2,1/41/8...} (4)

Output: Each musical symbol generates output data after position and duration recognition. The
output is presented as a pair of values: recognized position and duration.

R={(P(s,): D(s,)).(P(s,). (s, )).(P(s, ). D(s, )y ©)

As mentioned earlier, Optical Music Recognition is often considered quite similar to text
recognition; however, this field has certain features that are distinct enough from related areas to be
recognized as a separate one [5]. One of the key differences is that musical notation is a contextual
writing system: the meaning of symbols or elements in such a system depends not only on their
appearance but also on their placement and interaction with other elements [4]. Fig. 1 provides an
example of the importance of context in music notation recognition. In contrast, text uses a fixed set
of characters, so whether the letter «a» appears at the beginning, middle, or end of a word, it
remains the same character for a character recognition system, meanwhile the placement of the note
impacts the result pitch.
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Fig. 1: The importance of context in music notation recognition:
the same note can have different pitches depending on the key
signature and alterations

The peculiarity of musical notation in terms of its recognition lies not only in the variety of
graphical symbols but also in the range of their sizes: while some writing systems are relatively
complex, such as Chinese characters, the size of the character (glyph) is fixed. In music, however,
we can have both small notations (e.g., a dot that increases note duration or a dot indicating
staccato) and large ones (for example, a bracket connecting four separate instrumental parts,
extending vertically across half a page) [4]. Furthermore, scores usually contain text annotations
[5]: about dynamics, tempo, or more specific instructions, such as the mark «Swing», which
indicates that the piece should be played with a particular rhythm. Additionally, the appearance of
most glyphs in text is quite varied, whereas in music, many forms are graphically similar, and even
minor differences convey important information. For instance, there is a dot that extends the
duration of the basic note by half of its original value. So if the note is misrecognized, the rest of the
musical piece will also be rhythmically incorrect. Special attention should be paid to articulation
marks [3, 5]. Other examples of the relative similarity of musical symbols compared to text glyphs
include indications of note length, the use of beams, ties, note groups (e.g., triplets), other special
marks, and the variation of some symbols’ shapes (e.g., slurs and glissando), as shown in Fig. 2.

The significance of visually small differences in musical notation (a) a dot extends a quarter
note by half its duration (thus, after the first note there are two eighth rests, after the second note
there is one, as the duration of the other is included in the note); (b) variety of articulation marks
(staccato, marcato, accent, tenuto); (c) eighth notes connected by a horizontal beam, while with two
notes (d) the beam can take any angle; (e) a tie connecting two heads of the notes of the same pitch;
(f) a triplet — a group of three eighth notes, which lasts as long as two eighth notes (g); (h) a grace
note (ornamentation); (i) the dependence of the length and angle of a wavy line for indicating
glissando on the range of notes it covers. Another challenge of OMR is the presence of multiple
voices within a single staff and/or the presence of multiple staves in a musical score. It is important
to note that when two voices are present on one staff, an additional complexity arises because
intervals and chords with different note durations may appear, as shown in Fig. 3.
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Fig. 2. The significance of visually small differences in musical notation
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Fig. 3. Example of a staff with two voices (notes of each voice are highlighted with
rectangles in different colors; highlighting is ours) [4]
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Byrd and Simonsen define musical scores with several voices within one staff as the most
complicated type of musical compositions, referring to it as “pianoform” [3]. In turn, J. Calvo-
Zaragoza et al. extended this classification by dividing musical scores into four types: monophonic
— scores have only one staff, and all notes are single; homophonic — scores have only one staff, but
chords may occur; polyphonic — when there are multiple voices within a single staff; and pianoform
— scores with multiple staves [4]. It follows that the more voices and staves present, the more
challenging it becomes to recognize the score. A good illustration of this is the work by A. Ng and
A. Khan. The program developed by the researchers achieved the best accuracy after recognizing
the music sheet for “Jingle Bells”, which is a simple score with a single staff. At the same time, it
makes more errors when processing more complex works, such as Bach’s “Allemanda”.
Additionally, with seemingly simple but pitch-varied sheet music for the song “Twinkle Twinkle
Little Star”, the system finds it harder to analyze and correctly recognize musical notation, leading
to mistakes in note and pitch recognition [2].

The musical scores format occupies a special place among the peculiarities of OMR field:
digital sheets are more suitable to its tasks compared to those that were printed on paper and then
photographed/scanned. Moreover, in addition to the printed form, sheet music may be handwritten.
Then, as with handwritten text, it is important to take into account that each musician has his or her
own handwriting style and the same elements may look different, especially when it comes to
recognizing ancient handwritten scores. The type of notation also affects the complexity of solving
the problem of OMR. Fig. 4 illustrates the variety of musical notations.

The main body of work in the field of music score recognition focuses on specific tasks and
their solutions. Thus, it can be said that the essence of the field is not to solve a single task, but
rather a multitude of subtasks [4]. Nevertheless, the general structure for building an OMR system
remains the same across all works. Fig. 5 demonstrates the general structure of a music notation
recognition system, proposed by D. Bainbridge and T. Bell (with the labels on the block diagram
translated by us), includes: detection of staff lines in the image, identification of the location of
musical symbols, classification of musical symbols (which occurs in two stages: detecting the
primitives that make up the musical symbols, and combining them into musical objects), and
restoration of the musical semantics of the score. After the identification of staff lines and the
determination of the location of musical symbols, additional image processing is possible [5].

(c) (d)

Fig. 4. Variety of musical notations:
a — modern musical notation; b — mensural notation;
¢ —guitar tablature; d — Braille [4]
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To understand the structure of an OMR system “from the bottom up”, A. Pacha proposes five
levels of questions [6].

1) Can the computational device distinguish notes from arbitrary information?

2) Can it understand the structure of a musical score (staff lines, system — a set of parts to be
played simultaneously) and differentiate basic musical symbols from each other and from the
background?

3) Can it detect and locate musical symbols (notes, rests, ornaments, accidentals, barlines,
articulations, etc.) within scores?

4) Can it understand the relationships between the objects in the score (for example, the
connection between a note and the staff lines, an accidental to the left of the note it applies to, etc.)?

5) Can it fully understand the syntax and semantics of musical scores (determine the actual note
from its relative position, shape, and preceding symbols such as key signatures or accidentals)?

It is also challenging to evaluate the performance of OMR systems: the issue arises of
determining the weight of each error (for example, an incorrectly detected pitch of a single note
may only slightly affect the melody, while an incorrect note duration could throw the rest of the
piece off completely). Currently, there is no universal tool that is suitable for every proposed
development overall [4]. This is due to both the variety of used approaches and methods and the
fact that studies typically have limited datasets. For example, A. Nyati uses only digital format
scores, monophonic (according to J. Calvo-Zaragoza et al. [4]), which contain only three types of
note durations and a limited number of time signatures, while many musical symbols are not
considered at all, and the main method used is the Otsu method [1]. In A. Pacha’s work, a dataset
consisting of notes and non-notes (tables and/or text) is used for the first experiment (image
classification into scores and non-scores), and the Handwriting Online Musical Symbols (HOMUS)
dataset is used for the second, which consists of images of individual handwritten notes and other
musical signs. To test the system’s performance, musicians were given the same task separately to
compare the accuracy of symbol classification by neural networks and humans. [6] Y. Li et al. have
a dataset that is half digital half printed and photographed images of scores, including polyphonic
scores in pianoform format (according to J. Calvo-Zaragoza et al. [4]). Their system includes a

Scanned score Staff line detection

Image quality
enhancement

Music symbol
recognition

Image quality
improvement

Music symbol classification

identification combination
of primitives of primitives
Music theory
Output file Semantics of the score

Fig. 5. The general structure of a music notation recognition system,
proposed by D. Bainbridge and T. Bell
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separate module for determining staff lines and score type based on the number of staves, while the
main part of the system is transformer-based [7]. J. Calvo-Zaragoza and D. Rizo, in their research,
use only printed, monophonic scores (according to J. Calvo-Zaragoza et al. [4]), but the goal of their
work is to find a way to apply deep learning systems to solve the OMR task comprehensively — end-
to-end, without the need to break the problem into smaller stages [8]. Unlike most studies that use
modern five-line notation scores, M. Alfaro-Contreras and J. J. Valero-Mas work with mensural
notation scores, using two datasets: handwritten notes and scanned printed ones [9].

One of the main challenges in Optical Music Recognition is the difficulty of recognising
musical notation. Traditionally, methods such as the Otsu method [1] have been used to binarize
images. However, modern approaches more often use neural networks. Convolutional neural
networks (CNNSs) allow for efficient feature extraction from images and improve recognition
accuracy [8]. Residual neural networks (ResNets) solve the problems of performance degradation
in deep learning, which results in better accuracy [6]. Transformers, due to their self-learning
mechanism, provide efficient processing of context and relationships, which makes them promising
for music notation recognition [7].

Nowadays, there is a number of software available for average users that convert sheet music
images into digital music formats, including MusicXML and midi: SmartScore, ScanScore,
OMeR, PhotoScore, Arusprix and others. However, all of these programs are paid, and they do
not guarantee accurate conversion, especially when considering the current state of the field.

Currently, the only free tool for recognising music notation is Audiveris. MuseScore, a well-
known platform among musicians that has its own music notation editor, allows you to convert
score files from .pdf to .mscz (the format used as the main one for storing scores in the editor) using
this module. The webpage with the converter states that it is an «experimental service» and, in case
of unsuccessful conversion, notes that the file may not be compatible, which “could be due to
various reasons such as the quality of the PDF, the complexity or various other reasons” [10]. We
chose and tried to convert on this platform several pieces by the known modern American ragtime
pianist Tom Brier, whose music is notable for its complexity, unique style, musical
experimentation, and, despite the tragic fate of the composer, will have a special place in the circles
of sincere fans of the genre for a long time ahead [11]. All of the chosen scores were in printed
format. During our brief study, we discovered that in some cases the Audiveris module recognized
the notes absolutely accurately (usually when it was a relatively monotonous notation, for example,
when the notes were eighths and sixteenths and there were minimal alterations), even the
articulation and dynamics markings were correct. But in other cases it was the other way round: the
module either made mistakes in the alteration notation, did not recognize chords completely
correctly with a large number of notes, or failed in the rhythm (especially when there were several
notes of different lengths, pauses, and dotted notes). In addition, the software failed to recognize
some notation, such as octave transposition (fully) and volta (partially), as well as inserted false
legato slurs everywhere and could add additional voices within the same staff when in fact there
was only one voice. Overall, the tool made frequent errors, so, in our opinion, it needs further
improvement and is not yet effective enough for the recognition and digitalisation of relatively
complex music scores.

Example of sheet music to digital format conversion by the Audiveris module on the MuseScore
platform we can see on Fig. 6 where 1 — the first bars of the second part of Brier’s “Just Peachy” (a —
original, b — conversion result), the notes were recognized absolutely accurately, the only mistake was
in a wrong legato slur (red highlight); 2 — the first bars of the third part of Brier’s “Razor Blades” (a —
original; b — conversion result), there are errors in recognizing alternative notation (red highlight); 3 —
the first bar of the second part of “Razor Blades” by T. Brier (a — original, b and ¢ — results of
converting this bar in two places in the piece), where two voices are placed in the bottom staff, written
with four groups of triplets for each of them; this fragment turned out to be the most difficult for
recognition, so the module failed with the task in both cases: (b) and (c).
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Fig. 6. Example of sheet music to digital format conversion by the Audiveris
module on the MuseScore platform

Summary. Despite the fact that music notation recognition remains a relatively young field of
research that faces numerous challenges and has a number of peculiar features, it has been actively
developing and achieving noticeable success. Modern technologies, including deep learning,
significantly contribute towards OMR development. Innovations in computer vision and pattern
recognition help to reduce errors and improve the accuracy of converting sheet music into digital
formats. Although there are still many challenges ahead, the pace of development and novelties in
this field is promising for the future. Thanks to ongoing advances in technology and research
efforts, we can expect to see significant advancements in the development of efficient and reliable
OMR systems, bringing new opportunities for musicians and researchers in the future.
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AHOTALIA

OnrryHe po3mizHaBaHHsA HOTHOro 3amucy (axri. Optical Music Recognition, OMR) sk ramy3p KOMI'OTEPHOIO 30py Mae
rJIMOOKe KOPIHHS Ie 3 IIICTAECATHX POKiB, ale aKTHBHO PO3BMBAETHCS JIMIIE B OCTaHHI KiJibka aecsaTmiite. OcHoBHa Meta OMR —
aBTOMATH3YBaTH MPOLIEC IEPETBOPEHHS MY3UYHOI MapTUTYypH y tndposuii popmar. HezBaxarouu Ha nporpec B 00podI[i 300paxeHb,
BCe M€ ICHYIOTb MEBHI TPyAHOL, BUKIMKaHi crenudikoro ramysi, omucaHi B pobori. BusnHaueHns mnouarrs OMR e
MpoOJIeMaTHYHUM, OCKIIBKY iCHYE 031114 ()OpMYITIOBaHb, TOYNHAIOUH BiJl KOHKPETU30BAHUX, 110 BiAMOBIAAIOTH YITKAM 3aBAAHHSM, 1
3aKiH4Yyloud OiNbll y3arajbHEHUMH. Y poOOTi 3anpONOHOBAHO BCEOCSIKHE BHM3HAYEHHS, IO JMO3BOJISE YiITKIIIE OKPECIUTH
CEeMaHTUYHI MEXi JOCHiIKyBaHOro IMOHATTS. OOroBOpeHO OCOOJIMBOCTI KOHTEKCTYaJbHOCTH MY3WYHOI HOTALil B MOPIBHSHHI 3
TEKCTOBUMHM cUcTeMaMH nucbMa. OOroBOpeHoO Aiana3oH po3MipiB My3HYHHX IO3HA4YEHb SK OKPEMY OCOOIMBICTH HOTHOIO 3aIHCY.
3a3Ha4yeHO NPO BaXIMBICTh BIUIMBY TEKCTOBHX MO3HAYCHb y HApTHTYpPaX Ha CKIAIHICTh NPH pO3Mi3HaBaHHI HOT. [losicHeHO
Ba)XKJIMBICTh Bi3yalbHHX BIIMIHHOCTEH MK My3WYHMMH CHMBOJAaMH Ta IXHili BIUIMB Ha TOYHICTH pO3Ii3HaBaHHS. BHCBITIEHO
CKJIQIHICTh pO3Mi3HAaBaHHS MY3MYHHX TBOPIB 3 KiJbKOMa IOJIOCAMU B Meax OAHiel mapTii Ta TBOPIB 3 KUIbKOMa MapTisIMU.
PosrnsiHyTo Knacudikaliro TUIIB MY3HYHHUX TBOPIB B 3aJISKHOCTI BiJI HASIBHOCTH KUIBKOX TOJIOCIB Ta mapTiif. OOroBOpeHO BILIHB
(dopMaTy mapTUTYp Ha CKIAIHICTh PO3Mi3HABaHHS. 3a3HAYCHO MPO BIUIMB Pi3HUX THUIMIB My3u4Hoi HoTauii Ha npouec OMR. Kpim
LBOr0, Y poOOTi PO3rIIsIHYTO 3arajbHy cTpykTypy OMR-cucremu, 3amnpornonoBany /. BeiinOpimkem ta T. Besiom, Ta OCHOBHI eTanu
IpoLecy po3Mi3HaBaHHS HOTHOT'O 3aIKCy BIAMOBIAHO 10 wi€l cTpykTypu. PosrisHyro crpykrypy OMR-cucreMu «3HU3Y-Bropy» 3a
A. Tlaxoro. O6roBopeHo TpynHoui B owini npaue3aatHocth OMR-cucTeM, HaBeeHO MPUKIIAAU 3 JITEpaTypu. TakoX OrJISHYTO
HaBHE Ha ChOrofHi mporpamue 3abesmneuenns wis OMR, Horo MoxiauBOCTI it oOMexeHHs. OnucaHo Ta y3arajibHEHO Pe3yJibTaTH
TECTYBaHHS OJHOTO 3 HHX, BOymoBaHoro B ratdgopmy MuseScore monynst Audiveris mist mepetBopeHHst HOT y 1upoBHii hopmar,
Ha KOHKPETHUX MY3HYHHX TBOPaX.

Kirouosi ciioBa: posnizHaBanHst HoTHoro 3anucy; OMR; koM’ roTepHuit 3ip; My3U4YHA HOTALisl; CKJIHICTh HOTHOTO 3aIUCY;
00pobOKa 300pakeHp; HOTH; napTutypu; oinka OMR-cucrem
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